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Summary 

The impact of diurnal temperature and moisture profile variations on contaminant transport 
in the top soil was studied using a one-dimensional transport model. Simulations of the mass 
transport of benzene, dieldrin and lindane were carried out to illustrate the effect that the diurnal 
temperature and moisture variations have upon both volatile and slightly volatile species. Model 
predictions for the volatilization flux of die&in, in the absence of convection, varied by at least a 
factor of 25 between day and night. The results are in qualitative good agreement with experi- 
mental data. 

1. Introduction 

The subject of modeling contaminant volatilization from the soil environ- 
ment has received considerable theoretical attention in the literature (e.g. 
Cohen et al. [ 11; Freeman and Schroy [2]; Jury et al. [3]; and references 
therein). These theoretical studies, of pollutant transport in the top soil, have 
been performed using a variety of model formulations. The simplest soil models 
describe chemical movement in the air phase and account for chemical adsorp- 
tion to the soil solid phase. These models assume that an isothermal and uni- 
form moisture description for the top soil is adequate. Such models may also 
be appropriate for describing long-term unsaturated pollutant transport in 
nearly dry soils, but they cannot describe the diurnal variations in chemical 
volatilization rates observed under field conditions (Parmele et al. [ 41; Glot- 
felty et al. [ 51). Recently Cohen et al. [l] studied the effects of diurnal field 
temperature variations on contaminant movement in nearly dry soils, neglect- 
ing water movement and moisture gradients. Other recent theoretical studies 
have focused on the effect of different sorption models in unsaturated soils 
under isothermal conditions (Corwin [ 611, and the effect of both diurnal and 
seasonal temperature changes [ 21 on contaminant transport in nearly dry soils. 
The above models are not appropriate for unsaturated soil conditions where 
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liquid water movement and the associated liquid phase dispersion affect liquid 
phase chemical transport. It is now recognized that in moist soils the rate of 
chemical diffusion can vary by orders of magnitude [ 3,1] due to moisture vari- 
ations in the top soil. In the environment, however, moisture and temperature 
vary simultaneously, yet none of the existing models have considered the cou- 
pled effect of moisture and temperature variations on chemical volatilization 
in the soil matrix. 

The inclusion of diurnal temperature and moisture variations in a chemical 
transport model is possible by using either a theoretical model (e.g. Schieldge 
et al. [7] ) or field data. Present theoretical models, however, are unable to 
provide quantitative agreement with measured diurnal temperature and mois- 
ture changes at specific soil sites. Therefore, one must rely on field studies in 
which both temperature and moisture are measured simultaneously. In this 
paper, the effect of temporal temperature and moisture profiles on dynamic 
pollutant transport within the soil and across the soil/atmosphere interface 
are illustrated using a site specific temperature and moisture data set. Model 
simulations were carried out to illustrate the short term impact (two days to 
two months) of the temperature and moisture variations on chemical trans- 
port processes. 

2. Theory 

The transport of a contaminant in the multiphase soil matrix consisting of 
soil-air, soil-water, and soil-solids phases can be described by a set of unsteady 
convection-diffusion mass balance equations, 

a(OiCi) a 6, aCi 
--=% <Didz - at [ 1 a(e;;ci’+_$IiDvi~] 

+Ri+ i (KU), (CjIJij-Ci), i,j= 1,2,3, (1) 
j=i 

in which Ci is the chemical concentration in phase i moving at an interstitial 
velocity (cm/s) Ui. The volume content ( cm3/cm3) of phase i is designated by 
Bi, and Hij is the chemical i-j partition coefficient (Hij = Ci/Cj) . The chemical 
molecular diffusion and convective dispersion coefficients (cm”/s ) in phase i 
are Di and Dvi, respectively, and the phase i tortuosity is given by ri; Ri is the 
production or degradation rate for the chemical in soil phase i. Finally, (Ke)ij 
is the overall phase i volumetric mass transfer coefficient between phases i and 
j. 

Chemical reactions and biological transformations for the chemicals studied 
in this work (benzene, die&in, lindane) were omitted in the simulations, since 
their time scales are orders of magnitude smaller than the molecular diffusion 
time scale for the duration of the simulations [8 1. From a simple order-of- 
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magnitude analysis one can show that’the presence of the chemical and bio- 
logical transformations in the chemical transport equations would not produce 
a discernible change in model predictions. Also, the transport of chemicals by 
molecular surface diffusion in the solid phase is orders of magnitude smaller 
than diffusion in the liquid and gas phases, as can easily be verified by noting 
the much lower surface diffusion coefficients [ 91. Thus, solid phase diffusion 
should have no discernible effect on contaminant migration in the soil and it 
was therefore neglected in the simulations. 

The potential role of water vapor transport on chemical movement is not 
included in the current model. Water vapor transport may be important when 
water exists as a discontinuous phase. For the moist soil conditions considered 
in this work (i.e. where the water phase is assumed to be continuous), however, 
the water vapor transport effect would not be noticeable except perhaps in the 
top half centimeter of the soil. It can be shown that chemical transport on the 
atmosphere-side, however, will dictate the chemical concentration profile on 
the soil side near the atmosphere/soil interface. Hence, for the conditions of 
this study the effect of water vapor transport on chemical volatilization was 
assumed to be negligible. 

Finally, given the above simplifications, liquid convection and diffusion in 
the aqueous and air phases were considered in the following simplified forms 
of eqn. (1) that describe chemical transport in the air, water, and solid phases 
of the soil: 

Air phase 

Water phase 

Solid phase 

@cl 

in which the subscripts a, w and s denote the air, water and soil solids phases, 
respectively. The last term in each of the above equations is the interfacial 
mass transfer term which provides for the exchange of mass between the air, 
aqueous, and soil-solid phases. In general, non-linear models of mass exchange 
between the solid and aqueous phases can be utilized. In the current model, 
after evaluating available experimental mass transfer data, the simple linear 



286 

model was chosen due to its simplicity (see eqn. 2~). The model equations (2a- 
c) were solved numerically by an implicit finite difference technique subject 
to the boundary conditions described below. 

The bottom boundary condition used in this work was a zero concentration 
for the chemical at a vertical depth L. The depth L was chosen such that the 
concentration front had not reached the bottom boundary for the duration of 
the simulation. It is noted that other boundary conditions could be used, but 
they would not provide a discernible difference in simulation results for the 
conditions considered. 

The most realistic upper soil boundary condition, at the soil/atmosphere 
interface, is the flux boundary condition. In general, the atmosphere will be in 
contact with soil-air, soil-water, and soil-solid phases. Also, the chemical in a 
soil phase may not be in equilibrium with the adjoining soil phases. Hence, a 
rigorous flux boundary condition that equates the chemical flux for each sep- 
arate soil phase present at the soil/atmosphere interface to an equivalent flux 
on the atmosphere side is more appropriate: 

in which k,,, is the atmosphere-side mass transfer coefficient, C,,, is the con- 
centration in the atmosphere, and Hi, is the given soil phase/atmosphere par- 
tition coefficient, and ai (0 < Cri c 1) is the normalized area for mass transfer 
available to phase i on the atmosphere-side. The value of oi is time-dependent 
through its dependence on time-dependent variables such as, 0i, Hai, however, 
the sum of the normalized areas is constant and equals to unity, 

(4) 

For the present study involving the three-phase air, water, and soil-solids sys- 
tem, chemical diffusion along the solid phase is assumed to be negligible (hence, 
(Y, = 0). Consequently, the only contribution to the normalized areas for trans- 
fer are from those areas associated with the soil-air/atmosphere and soil-water/ 
atmosphere interfaces. Thus, the corresponding normalized areas are related 
as follows: 

a,=l-a!,. (5) 

For the special case of chemical equilibrium existing between the soil phases, 
an overall chemical flux from the soil can be obtained by summing eqn. (3 ) for 
the air and water phases: 

(6) 
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in which knowledge of the ai are not needed. It is noted that the substitution 
of eqn. (6) into eqn. (3) results in the following relation for LY; 

(64 

It is worth noting that the value for Cyi gives the fraction of the chemical inter- 
facial flux at the soil surface due to phase i. Therefore, the value for (Y, as 
calculated from eqn. (6a) may be considered as a chemical volatility index. The 
value of (Y, is unity when chemical transport is through the air phase only, and 
when (Y, is zero chemical transport occurs through the water phase. Hence, the 
above simplified equation can be used to justify the neglect of either air or 
liquid phase transport equations in the soil, i.e. neglect of the air phase equa- 
tion (a, < 1) and the water phase chemical transport equation (cy, < 1) . For 
example, in the absence of convection eqn. (6a) reduces to 

(6b) 
izl ei tDilzi) Hi, 

where the value of Cyi is independent of concentration. For example, the values 
of (Y,, based on eqn. (6b), for benzene, triallate and parathion are listed in 
Table 1. The results for benzene, which has a relatively low H,,, demonstrate 
a relatively weak dependence of a!, (relative to triallate and parathion) on the 
air content. For soil-air contents above 25% by volume the water phase impact 
on benzene transport is insignificant and transport occurs primarily through 
the air phase. For triallate and parathion the value of (Y, changes from near 
unity at a volumetric air content of 0.45 to below 0.01 for an air content of 0.05. 

TABLE 1 

Volatility index” for chemicals 

Chemical 

Benzene 

Triallate 

Parathion 

0, ff, Kv, (20°C) 

0.45 1.00 5.5 
0.25 0.99 
0.05 0.63 
0.45 1.00 103 
0.05 0.009 
0.45 0.96 105 
0.05 0.00029 

“Soil porosity of 0.5 ( = 0,+ 0,). 
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This variation in a, for triallate and parathion demonstrates that the trans- 
port pathway for these chemicals is strongly affected by the moisture content 
of the soil. 

When convection of the liquid phase is important the volatility index for the 
chemical may be calculated from eqn. (6a) once the concentration profiles in 
the soil-air and soil-water are obtained. The concentration profile in turn must 
be obtained from the solution of the coupled differential equations (2a-c) with 
the appropriate boundary conditions. Thus the value of ayi, which is not known 
a priori, in the presence of liquid phase convection must be determined by 
iteration. As a first guess, the volatility index is approximated by noting that 
when dispersion coefficients are sufficiently large such that the P&let number 
is much smaller then unity, Pe,,, << 1 (Pew = Q/D,), the convection terms in 
eqn. (6a) may be neglected and the equation reduces to 

~, _ oi tDilzi +Dvi) Hia 
N 

’ -izl ei tDilzi +Ovi) Hi*’ 

(6~) 

For each succeeding iteration, the new value for (Xi is calculated from eqn. (6a). 
It is noted that the value for the dispersion coefficient may vary with soil mois- 
ture content and fluid phase velocity. Equation (6c ) provides a simple approx- 
imation for predicting the benchmark characteristics of chemicals in soils. 
Moreover, the model is attractive due to the small number of input variables, 
yet general enough to encompass both convective and diffusive processes. 

Finally, it is instructive to compare the non-isothermal, non-uniform mois- 
ture distribution, and non-equilibrium contaminant transport model, with the 
commonly employed, isothermal, uniform moisture distribution, equilibrium 
diffusion model, 

aC.90il = D a 2cmil - - 
at a2 ’ 

where D is the effective soil diffusion coefficient which is taken to be indepen- 
dent of space and time. In order to theoretically compare the two models (eqns. 
2a-c, 3 to eqn. 7) the effective diffusion coefficient D in eqn. (7) must be 
appropriately defined. The effective diffusion coefficient D can be defined as 
the average value over both temperature and moisture fields, as 

L t’ 

D(t’)=&jj-D(T,&.)dtdz, 
0 0 

in which t’ is the total time elapsed from the beginning of the simulation (i.e. 
t=O) and L is the penetration depth of the concentration front which varies 
with time. Since, under field conditions, both temperature and moisture vary 
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with depth and time the effective diffusion coefficient is likely to be “time 
dependent”, and it can only be calculated after the solution of the non-equilib- 
rium problem is solved. 

3. Simulation set-up 

The required model coefficients (in eqns. 2a-c, 3, 5) and their functional 
dependence on site-specific information and/or chemical properties is shown 
in Table 2. The two major factors affecting the change in the coefficients listed 
in Table 2 are temperature and moisture. Therefore, it is necessary to provide 
a reasonable description of the dynamic temperature and moisture profiles in 
the soil. Unfortunately, existing theoretical models were not deemed capable 
of accurately predicting the diurnal temperature and moisture variations. It 
would be ideal if simultaneous measurements of soil temperature and moisture 
profiles were available as a function of time in the soil for which contaminant 
volatilization is being evaluated. Unfortunately, such data are scarce. In fact, 
to the knowledge of the present authors, the study of Jackson [lo] for the 
Adelanto loam soil is the only one which provides accurate data of simultane- 
ous moisture and temperature profiles. Thus, in this study we have employed 
the data from the Adelanto loam soil to other similar soils, acknowledging that 
there may be some differences in the predicted values of the chemical- and soil- 
dependent transport and partition coefficients. It is our contention, however, 
that the quantitative effects of moisture and temperature variations are of 
sufficient accuracy to assess the magnitude of the reported volatilization rates. 

The data set of Jackson [lo] was obtained for an Adelanto loam soil in 
Arizona, where simultaneous temperature and moisture data were recorded for 
soil depths in the range of O-95 cm at thirty minute intervals for the period of 
March 3-25,1971. Prior to data collection, the soil was irrigated beyond pond- 
ing. Therefore, in the initial days of data collection the soil was water saturated 
in the top 2-3 cm. Hence, the initial data represent typical conditions of very 
high soil-moisture content. At later days the moisture content decreased sig- 

TABLE 2 

Coefficients in model equations (2a-c) and their functional dependence 

Coefficient Description 

k(T), D,(T) 
7a(BJ, SW(%) 

H,. ( 27 
H,,(T) 
n(k) 
u(k) 

molecular diffusion coefficient 
tortuosity models 
water/air partition coefficient 
water/solid partition coefficient 
dispersion length scale 
liquid pore-water velocity 
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nificantly. For example, the volumetric moisture content in the top cm of the 
soil was determined to have values between 0.03-0.07 on a volume basis for the 
14 and 15 March 1971 as compared to values from 39-42.6% (volume of water/ 
volume of soil) for the 3, 4 and 5 March 1971. For purposes of this study, 
temperature and moisture data, recorded on the 14 and 15 March 1971 (12 
days following the initial collection of data), were curve fitted and used in the 
simulation. These data represent an intermediate stage of soil drying for the 
site as discussed in the following sections. 

3.1. Temperature profile, T 
The temperature field data [lo] were fitted by the following expressions: 

Day 1 (14 March 1971) 

T=l5.5-{15cos& +$sinj?,} exp( -z/8) 

+{cos& +2.7sinjIz} exp (-z/8), (9a) 

Day 2 (15 March 1971) 

T=14-z/64-17cos~,exp(-z/8) 

+{6cos/3~-0.6sinj32} exp( -z/8), (9b) 

in which j& and j3z are defined as: 

/?I =nt/l2-2/10+x/12, (lOa) 
/I2 =nt/6-zfi/l0+@12, (lob) 

where t is time (hours), z depth (cm) and T the temperature in “C. The ex- 
ponential terms in eqns. (9a) and (9b) signify the damping of the daily tem- 
perature variations with depth. An illustration of the excellent fit of the above 
correlations to the real time data for day 1 of the simulation is given in Fig. 1. 

- Prediction, Day 1 

o 0 hours 
A 6 hours 
q 12 hours 
s 18 hours 

0' I 
0 10 60 al 

Fig. 1. Comparison of experimental and correlated temperature profiles for 14 March 1971. (Data 
of Jackson [lo].) 
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3.2 Moisture profile, 0, 
The reported moisture levels near the surface on the 14 and 15 March 1971 

[lo] are significantly below values initially reported at the field site (3 March 
1971); yet, between soil depths of 10 and 75 cm liquid water occupied about 
50% of the void space and resulted in significant convection of liquid water. 
Hence, the data utilized represent an intermediate stage in soil drying. For 
modeling convenience the moisture data on the 14 and 15 of March 1971 were 
curve-fitted resulting in the following equations: 
Day 1 (14 March 1971) 

19, = 0.056+ 0.173 (1 -e-‘I’) - (0.0093cos L$ +O.Ol&Isin Q1 

for 01z17.5 cm; 

+O.O046[cos Sz, +sin Q,]}e-“/2.4, (lla) 

t&,=0.2096+2.26x10-3z-2.84x10-5z2, 

for 7.5 < 2 S 95 cm; 

Day 2 (15 March 1971) 

(llb) 

0, = 0.0502 + 0.173 (1 - e-‘12 ) - {O.O112cos sZ1 + 0.0136sin QI 

+ O.OO41cos Sz, +O.O136sin 522}e-“/2*4, (12a) 

for 01z17.5 cm; 

t9W=0.2067+2.10x10-3 ~-2.65x10-~ z2, (12b) 
for 7.5 12195 cm; 
where QI and Sz, are defined by 

s1, =at/12-2/2.4+A, 

G$ =nt/6-z/2.4+2n, 

D 20 a m 110 I 

Depth, cm 

(134 

03b) 

Fig. 2. Comparison of experimental and correlated moisture profiles for 14 March 1971. (Data of 
Jackson [lo] .) 
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where t is time (h) and z is distance from the surface (cm). It is noted that the 
sine and cosine terms are present to characterize the diurnal cycle of the soil 
moisture. An example of the fit of the above correlations to the moisture data 
for four time periods in day 1 are illustrated in Fig. 2. Note that the moisture 
content at any given depth does not vary significantly with time, but there is 
a significant moisture gradient near the soil surface. 

3.3 Aqueous phase velocity, v, 
The superficial liquid water velocity, v, (cm/h) was described based on the 

model of Mualem [ 111. The model of Mualem was curve fitted to experimental 
liquid water velocity data in the Adelanto loam soil. The model was modified 
in the present work to account for the change in water viscosity with temper- 
ature ( ( T/Tr)7.‘4 factor) to give 

3.5 

0,v,=-7.21~10~ 
0 

8:%+0.162 w 
[ 11 0.426 

x ( T/Tr)7.14. (14) 

It is noted that within the time frame of the simulation, water was moving both 
up and down the soil column. The upward migration of water occurs within 
about the top 10 cm of soil. This is due to the combined effects of the mass 
transfer of soil-water to the atmosphere and capillary forces. Below about 10 
cm in the soil the net movement of liquid water is down the soil column due to 
the dominating effect of gravity. 

3.4 Dispersion coefficient, D,,(c) 
For one-dimensional aqueous phase flow, the dispersion coefficient can be 

evaluated based on the following model [ 121: 

&v(c) =I. v,, (15) 

where 1 is a coefficient, often termed the dispersion length scale. A typical field 
value for L reported in the literature is 7.81 cm [ 131. This dispersion length 
scale represents the physical characteristic of a nearly saturated agricultural 
field soil. For unsaturated soils, field data for il are lacking, but it is noted that 
laboratory studies show 3, to increase as the water content decreases [ 14-161. 
The above findings suggest that it is reasonable to expect that a dispersion 
length scale of 7.81 cm is too low for unsaturated soil conditions and that 1 
varies with moisture content. The change in Iz with moisture content based on 
laboratory data for a Glendale loam soil [ 14,151 can be described by the fol- 
lowing empirical relation, 

I=1.34-1.27 0,/f& (sat), cm (16a) 

In order to relate eqn. (16a) to field conditions the above correlation is mul- 
tiplied by a scaling constant to match 3, with the saturated field measurement 
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of 7.81 cm. The resultant expression for the moisture dependent field disper- 
sion length scale is given by: 

A=150 (l-2.225 (3,) for &.lf&(sat), (I6b) 

where &,,(sat) equals to 0.426. By using both the above moisture dependent 
model for the dispersion length scale and the saturated field measurement value 
of 7.81 cm, an examination into the sensitivity of chemical transport results as 
affected by the dispersion length scale can be obtained. 

3.5 MO~CU!U~ Diffusion, Di 
The chemical molecular diffusion in air, D,, as a function of temperature 

was estimated, according to Bird et al. [9], by 

D,(T) =D,(T,) (T/T,)1.823, (17) 

in which D,(T,) is the chemical molecular diffusion coefficient in air at the 
reference temperature T,. Similarly, the temperature variation of the chemical 
molecular diffusivity in water D, is described by: 

D,(T) =D,(T,) (lu(T,)/p(T) ), 08) 

where the above model includes the variation in the water viscosity, b, with 
temperature [9]. The viscosity variation with temperature was determined 
from a least-squares fit of data provided in the Handbook of Chemistry and 
Physics [ 171 for the temperature range of 5 to 40” C, i.e. 

p=p(T,) (T/T,Y4 TE [2.78K, 313 K]. (19) 

3.6 Volumetric air/water mass transfer coefficient, (Ka),, 
In order to establish whether chemical equilibrium exists between the water 

and air phases of the soil, the air/water interfacial volumetric mass transfer 
coefficient must be estimated. Herskowitz and Smith [18] reported that, in 
general, the different correlations obtained from aqueous/gas phase systems, 
are in agreement. The model recommended for the liquid-side mass transfer 
coefficient is given by [ 191 

(ka),,=7.8D1 (~Wuu,p,/p_,)o~41Sc1’2 (20) 

in which (ha),,,, has units of s-l. The Schmidt number is defined as SC,= ,uJ 
D1, where pl is the liquid phase viscosity and D1 (cm2/s) is the chemical liquid 
phase molecular diffusion coefficient. For the chemicals considered in this study 
Sc,>>l andthus(K N (ka),,. Finally,p, ( g/cm3) is the density of the liquid 
phase. It is noted that the above correlation is based on higher liquid velocities 
and particle diameters (0.54 to 3 mm) than present in most soils. At present, 
however, no adequate correlations for smaller velocities and particle sizes have 
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TABLE 3 

Atmosphere-side mass transfer coefficient for benzene 

Wind speed (m/s) 

5 
1 
0.1 

k,, (cm/s) 20°C 

32 
6.5 
0.66 

TABLE 4 

Physicochemical properties’ for benzene, dieldrin and lindane at 20°C 

Chemical H,. f&W 
compound (G/C,), (G/C,), 

Benzene 5.5b 1.8d 
Dieldrin 2.9 x 103 258” 
Lindane 1.4x104 28’ 

‘Assumed bulk density of 1.5 g/cm3. 
bLeighton and Calo [ 281. 
‘Jury et al. [3]. 
dRogers et al. [23]. 
“Mills and Biggar [ 261. 

4 DW 
(cm2/s) (cm2/s X 10T6) 

0.087 10.2 
0.043 5.0 
0.058 5.5 

Solubility 
C, (&ml) 

1780 
0.14’ 
8.5” 

been reported to the knowledge of the authors, for water/air systems. Thus, in 
the current work eqn. (20) is adopted acknowledging that some deviations 
from field conditions are plausible. 

3.7 Atmosphere mass transfer coefficient, kat, 
The atmosphere-side mass transport coefficient is needed in the boundary 

conditions given by eqns. (3) and (5). In this study, the mass transfer coeffi- 
cient 12,,,, above the soil surface, was calculated based on the relation given by 
Brustaert [ 201. As an example, values of the mass transfer coefficient for ben- 
zene, at a few wind speeds above the soil surface, are given in Table 3. 

4. Chemical dependent variables 

Unfortunately, detailed field data are lacking for volatilization rates, as a 
function of time. Nonetheless, in order to provide an instructive evaluation of 
the current modeling approach, the chemicals dieldrin, lindane, and benzene 
were selected for the simulations (Tables 4 and 5). Dieldrin was selected, since 
some limited field data exist in the literature for its volatilization flux with 
time [ 41. On the other hand, even though field data are unavailable for lindane, 
accurate expressions for its partition coefficients as a function of temperature 
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TABLE 5 

Physicochemical properties for benzene, dieldrin and lindane 

Chemical Molecular 
compound weight 

Vapor pressure 
log,, (mmHg)’ 

Melting 
temperature, ’ C 

Benzene 18 15.9 -2788/(T-50.8) 5.5 
Dieldrin 380.95 12.07 -5187/T’ 175-176 
Lindane 290.8 13.544-5288/Tb 113 

“Spencer and Cliath (1969) pp), [21]. 
bSpencer and Cliath (1983) pi*), [22]. 
‘Temperature in K. 

can be determined based on published data [ 21,221. Finally, benzene was se- 
lected since its water solubility and Henry’s law constant are much higher than 
either that of die&in or lindane. 

4.1 Water/solid partition coefficient 
The water/solidpartition coefficient is equivalent to the product of the water/ 

air and air/solid partition coefficients, 

H,, =H,;H,. @la) 

Temperature dependent data for the air/solid partition coefficient (i.e. ad- 
sorption coefficient) for lindane are available for a Gila silt loam soil [ 211. 
These data were described by the following equation: 

Ha, =exp( -24.5+10952/T), (21b) 
in which 2’ is the temperature in degrees K. Upon substitution of eqn. (21b) 
into eqn. (21a), the following equivalent expression is obtained for the tem- 
perature dependence of lindane water/solid partitioning in the soil: 

H,,=H,,exp(-24.5+10952/T) (21c) 
Unfortunately, data on the temperature dependence of benzene and dieldrin 

partitioning between the solid and aqueous phases of the soil were unavailable. 
Consequently, for die&n the functional form of eqn. (21~) was employed, 
since lindane and dieldrin are structurally similar; they both have 6 chloride 
atoms and are ringed molecules. In order to account for differences in the af- 
finity of dieldrin and lindane for adsorption, the temperature dependent lin- 
dane adsorption coefficient is multiplied by the ratio of die&in to lindane 
adsorption at 20’ C (eqn. 21~)) i.e. 

H,, = H,, ( lindane ) [H,, (dieldrin ) /H,, (lindane ) ] 2oec. (22) 

For benzene, the temperature dependent model utilized to describe its water/ 
solid partition coefficient is given by [ 221 as 

H,, = Hws,ref exp [ -6J_I,IR WT-WreA, (23) 

where Hws,ref is the benzene water/solid partition coefficient at the tempera- 
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ture Tref and AIf* is the heat of physical adsorption. The value of AI-I, for 
benzene was estimated from non-specific adsorption of the aromatic ring on 
non-polar surfaces [ 231. Finally, Hws,ref for benzene was estimated to be equal 
to 1.8 based on experimental adsorption data for a Hastings soil at 20’ C [ 241. 

4.2 Air/water partition coefficient 
The temperature dependent air-water partition coefficients for die&n and 

lindane can be estimated based on the simple fugacity approach [ 25 1, 

H,, =M pL”‘/ (RT C/*‘) for 2’~ T, (24) 

in which T and T, are the soil temperature and melting temperature of the 
compound, respectively. M is the molecular weight of the chemical and R is the 
universal gas constant,p,‘“’ is the chemical saturated solid vapor pressure, and 
C{‘) is the liquid solubility of the compound. The variation of the water solu- 
bility with temperature for compounds like lindane and dieldrin, which have 
melting temperatures above the soil temperature, can be calculated from Reid 
et al. [26], 

C?‘=C~s’(T,,,) exp[-A&T, (T-‘-T;,‘)/R] (25) 

where C,C’) (T,,) is the liquid solubility of the solute at the reference temper- 
ature; T and T, are the soil and chemical melting temperatures, respectively. 
Finally, A& is the entropy of fusion which is approximately equal to 11.2 cal/ 
mol K for lindane based on its water solubility at 20’ C [ 271 and 30’ C [ 211, 
and it is set to 13.5 cal/mol K for dieldrin based on the molecular structure 
theory of Yalkonsky [ 281. 

The benzene air/water partition coefficient is estimated from the empirical 
correlation of Leighton and Calo [ 291, 

H,, = 0.21935 exp (19.02 -3964/T) /T , (26) 

where T refers to the Kelvin temperature scale. 

4.3 Solid/water mass transfer coefficient, (Ka),, 
Solid/water mass transfer coefficient data are generally taken from adsorp- 

tion experiments. Since these experiments are usually performed by agitating 
or mixing the water/solids mixture [ 291, the mass transfer rates are enhanced 
relative to what is expected for stationary soils. Thus, available data provide 
upper limit estimates of the solid/water mass transfer coefficient. The upper 
limit estimates of the solid/water mass transfer coefficient for lindane in 
Brookston soil and muck are reported to be 0.3 h-l and 0.01 h-l [30], respec- 
tively, and for benzene in Hastings soil 0.03 h- ’ [ 241. 
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5. Results and discussion 

The role of the site-specific temperature and moisture profiles on the chem- 
ical transport of lindane, die&in, and benzene in the top soil was examined in 
several test cases. These test cases considered the sensitivity of model results 
to the possible moisture dependence of the dispersion length scale as given by 
1=7.81 cm and eqn. (16b), the temperature dependence of the solid/water 
partition coefficient as described by eqns. (21a) for lindane, (22) for dieldrin, 
and (23) for benzene, in the presence and absence of liquid convection. Also, 
for comparison, results were obtained for isothermal conditions and for the 
case of a depth invariant moisture content. 

5.1 Lindane and dieldrin volatilization 
In the initial test cases the volatilization of lindane and dieldrin from the 

top soil to the atmosphere was examined. The initial condition was that of a 
soil uniformly contaminated to a depth of 10 cm. Lindane mass transport be- 
tween the solid and water phases was based on the adsorption/desorption ki- 
netics for the Brookston soil [ 301. For dieldrin, chemical equilibrium between 
the water and solid phases was assumed due to the lack of adsorption/desorp- 
tion kinetic data. The results of the above test cases for dispersion length scales 
of 7.81 cm and as given by eqn. (16b) are displayed in Figs. 3 and 4, for lindane 
and die&in, respectively. The results demonstrate that the dispersion length 
scale can substantially alter lindane and dieldrin movement in the soil. For the 
length of the simulations almost 30% more lindane and die&in volatilized 
from the soil for A (0,) compared to the case of 1= 7.81 cm (see Figs. 3 and 4). 

It is expected that in many practical instances, for soils not irrigated or only 
lightly watered, the soil moisture content would be below the values employed 

Time, hours Time, hours 

Fig. 3. Simulation of lindane volatilization using Brookston soil adsorption kinetics. Initial con- 
tamination depth: top 10 cm. 

Fig. 4. Simulation of dieldrin volatilization assuming local chemical equilibrium between the water 
and solid phase of the soil. Initial contamination depth: top 10 cm. 
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Fig. 5. Percentage of lindane mass volatilization from the soil for consecutive four-hour intervals. 
Brookston Soil results using Brookston soil adsorption kinetics. 

Fig. 6. Percentage of dieldrin mass volatilizing from the soil for consecutive four-hour intervals. 
Model results assumed local chemical equilibrium between the water and solid phases of the soil. 

in the present example, and could be small enough such that the liquid pore 
velocity would not contribute to chemical transport. Consequently, it is in- 
structive to simulate lindane and die&in transport for a liquid pore velocity 
of zero. This second test case can be considered a limiting example of lindane 
movement based solely on molecular diffusion. In the absence of convection, 
the volatilization fluxes of lindane and dieldrin, see Figs. 5 and 6 respectively, 
are orders of magnitude smaller than their respective volatilization fluxes when 
convection and dispersion were taken into account. Consequently, for lindane 
and die&in transport in moist soils liquid phase convection dominates all 
other transport effects. 

The increased volatilization rate of lindane and dieldrin in the presence of 
convection arises due to the effect of the liquid water velocity and dispersion 
terms in eqn. (2b). Also, for the two values of the dispersion length scale uti- 
lized, 7.81 cm and eqn. (16b), a significant difference in the amount of the 
chemical that volatilizes from the soil was obtained. The above results suggest 
that in moist soils predicted volatilization rates are very sensitive to the model 
employed for the dispersion length scale. Thus, realistic predictions for field 
conditions will require accurate dispersion data to correctly define the func- 
tional dependence of the dispersion length scale on moisture content. 

The diurnal volatilization rates predicted for lindane and dieldrin are pre- 
sented in Figs. 5 and 6, respectively, in terms of the percentage of the chemical 
that volatilizes from the soil in consecutive four hour intervals (of the simu- 
lated forty eight hours). All three test cases indicated significant and meas- 
urable diurnal variations in the volatilization flux. The volatilization rate was 
directly correlated with the surface soil temperature; it reached a maximum 
when the soil temperature was at its highest and a minimum when the soil 
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Fig. 7. Simulation of lindane volatilization using muck soil adsorption kinetics. Initial contami- 
nation depth: top 10 cm. 

Fig. 8. Percentage of lindane mass volatilizing from the soil for consecutive four-hour intervals. 
Muck soil results use muck soil adsorption kinetics. 

temperature was at its lowest. For the test case with no convection, iz equal to 
7.81 cm, and as given by eqn. (16b), the maximum-to-minimum volatilization 
rate ratio of lindane and die&in in a diurnal cycle were determined to be 50, 
2,2, and 50,3,2, respectively. The above results suggest that when convection 
is important the diurnal volatilization rate will be small. On the other hand, in 
the absence of convection the diurnal volatilization rate will vary by a large 
value between night and day. 

It is instructive to compare the above results with the simple diffusion model 
that assumes an isothermal temperature and a moisture content invariant with 
depth. The use of a moisture content that is invariant with depth, however, 
results in negligible water convection. Therefore, it is not surprising that the 
simple diffusion-model predicted volatilization rates are comparable to the no- 
convection example and which are over an order of magnitude smaller than 
the predictions that include temperature and moisture variations. 

The set of final test cases for lindane considered adsorption kinetics for muck 
soil (Fig. 7) [30] and the importance of air/water chemical mass transport. 
The volatilization of lindane from the soil as affected by muck soil adsorption 
kinetics show as much as a 100% decrease in the total mass of volatilized lin- 
dane compared to results for Brookston soil adsorption kinetics (cf. Figs. 5 and 
8). Finally, simulations for the volatilization of lindane, accounting for a finite 
air/water mass transfer coefficient yielded results which were essentially iden- 
tical to those based on the assumption of chemical equilibrium between the 
two phases. Therefore, the assumption of chemical equilibrium between the 
air and water phases of the soil is reasonable. 

5.2 Benzene case studies 
The volatilization of benzene from the top soil was also examined based on 

an initial condition of a uniform soil concentration in the top ten centimeters. 
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Fig. 9. Simulation of benzene volatilization from the top soil. Equilibrium model assumes local 
chemical equilibrium between the water and solid phases of the soil. Hastings Soil results use 
Hastings soil adsorption kinetics. Initial contamination depth: top 10 cm. 

Fig. 10. Percentage of benzene mass volatilizing from the soil for consecutive four-hour intervals. 
Equilibrium model assumes local chemical equilibrium between the water and solid phases of the 
soil. Hastings Soil results obtained by using Hastings soil adsorption kinetics. Initial contami- 
nation depth: top 10 cm. The numbers 28 and 48 in the upper left hand corner of the figure 
correspond to the percent of benzene mass volatilizing from the soil in the first four hours of the 
simulation for the case of chemical equilibrium existing between the soil phases with and without 
water convection, respectively. 

The simulations for benzene transport, utilizing the dispersion length scale of 
7.81 cm and for the case of no convection are displayed in Fig. 9 (for 48 hours 
of simulation). These simulations consider benzene volatilization for either 
the chemical equilibrium assumption between the water and solid phases or 
using the Hastings soil adsorption kinetics. For the case of chemical equilib- 
rium the benzene mass which remained in the soil after 48 hours for the ex- 
ample of no convection was twice that of the case of convection (A = 7.81 cm). 
A smaller amount of benzene volatilized when adsorption/desorption kinetics 
were included, after 48 hours, 36% and 23% of the initial benzene mass re- 
mained (equivalent to 64% and 77% volatilized mass) for the convection case 
(A= 7.81 cm) and for the case of no convection, respectively. Clearly, the use 
of adsorption/desorption kinetics compared to the chemical equilibrium as- 
sumption may lead to as much as a 100% decrease in the predicted percent of 
benzene that volatilized in a two day period. It is also apparent that convection 
increases the rate of chemical volatilization by at least 25% when compared to 
diffusive transport alone. 

It is noted that benzene volatilization rates based on the equilibrium model 
with convection are similar to the adsorption kinetic-model simulation results 
without convection (see Figs. 9 and 10). Hence, the effect of convection and 
adsorption/desorption kinetics on benzene volatilization are comparable. 
Therefore, it would be difficult to separate the effects of adsorption/desorption 



301 

kinetics and convection based solely on field data for benzene volatilization. It 
is also noted that the diurnal changes in the volatilization rates predicted for 
the benzene examples are smaller than for the comparable lindane simulations. 
The simulation results demonstrate that benzene volatilization varies diur- 
nally by at most a factor of two and this occurs in the absence of water con- 
vection (see Fig. 10). In conclusion, large diurnal variations in chemical vol- 
atilization rates are more apparent for slightly volatile chemicals (i.e. with a 
relatively large Henry’s law constant). 

5.3 Dieldrin case study - Comparison to field data 
The difficulty in validating contaminant transport soil models stems, in part, 

from the lack of information gathered in field studies on contaminant volatil- 
ization. For example, the lack of an initial condition for the chemical concen- 
tration in the soil makes a quantitative comparison between predicted and 
experimental chemical fluxes impossible. Also, many field studies have focused 
on chemicals for which the air/water and water/solid partition coefficients are 
not accurately known. 

One study that does provide sufficient, although minimal, information to 
make a quantitative comparison of measured fluxes to predictions is the diel- 
drin volatilization study of Parmele et al. [ 41. Dieldrin was disced into the soil 
to a depth of 7.5 cm, assumed uniformly, on the 30 April 1969 [ 41. Experimen- 
tal volatilization fluxes for die&in from the soil to the atmosphere were mea- 
sured on the 30 June 1969. Each volatilization flux measurement was obtained 
by sampling the air phase for a period of two hours. The data as shown in Fig. 
11 exhibit a diurnal variation in the volatilization flux. The maximum volatil- 
ization flux was measured during the day (900 x 10V6 ng/cm2 s) and the min- 
imum flux at night (50x 10e6 ng/cm2 s) . The ratio of the maximum to mini- 
mum measured volatilization flux is 16. In the earlier portion of this paper, it 
was shown that the predicted diurnal change in the dieldrin volatilization flux 
in the presence of convection varied by at most a factor of 2. Since the field 

Time Hours, 26 June 1969 

Fig. 11. Comparison of experimental and predicted volatilization rates for dieldrin from the soil 
to the atmosphere. (Data of Parmele et al. [ 41. ) 
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data for die&in show a maximum change of a factor of 16 in the volatilization 
flux, during a 24-hour period, it may be inferred that convection was not a 
major contributor to the dieldrin volatilization fluxes. Consequently, the field 
data were compared to model predictions in the absence of convection. 

Unfortunately, moisture and temperature data were not collected in the Par- 
mele et al. study. Therefore, the moisture and temperature profiles given by 
eqns. (9a-13b) were utilized in the model predictions. Although one may ex- 
pect that diurnal temperature variations in the soil for similar regions in the 
United States will be qualitatively similar, the lack of moisture data for the 
site, however, negate a quantitative comparison of model predictions to field 
data. Qualitatively, the theoretical volatilization rates predicted for dieldrin 
are in good agreement with the field data (cf. Fig. 11) when considering that 
the exact moisture and temperature profiles for the site were not available. 
Model results predict the maximum volatilization flux from the soil to be 40% 
higher than the measuredvalue, and the minimum predicted volatilization flux 
to be 75% lower than the measured data (at 5 a.m. ) . 

The above qualitative agreement between field data and the diffusion trans- 
port model (neglecting convection) suggests that chemical movement in the 
upper field soil zone is primarily by molecular diffusive transport. The above 
conclusion is supported by the recent study of Cohen et al. [ 1 ] on the long term 
volatilization of dioxin from nearly dry soils. Liquid convection is important 
only when chemical soil transport occurs at a moist soil site irrigated to a wet- 
ted state (as described in the case studies for lindane and benzene) or for non- 
volatile species. 

6. Conclusions 

A one-dimensional transport model was employed to illustrate the role that 
dynamic temperature and moisture profiles can have on chemical transport in 
the top soil zone. The results of the study indicate that for relatively moist soils 
(where transport of liquid water is possible) the effect of dispersion on chem- 
ical volatilization is important. The predicted volatilization flux was found to 
be a sensitive function of the choice of the dispersion length scale and the 
adsorption/desorption kinetics. 

The application of the current modeling approach to predict the volatiliza- 
tion flux in the environment is presently hampered by the lack of accurate 
models or field data of simultaneous temperature and moisture profiles. None- 
theless, the current dynamic modeling approach demonstrates the importance 
of moisture and temperature fluctuations in the presence and absence of liquid 
water in the soil. 

Finally, the results of the current study suggest that the analysis of human 
health risks, associated with chemical exposure to soil contaminants, should 
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consider the significant diurnal variability of contaminant volatilization from 
the soil environment. 
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